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H- and p-adaptations are effective ways of achieving high-quality solutions for CFD simulations, with reasonable computing costs. Combined hp-adaptation offers even greater flexibility for complex problems. In the present study, a residual based procedure for hp-adaptation is developed. The adaptation is driven by an efficient multi-p a posteriori error estimator. P-adaptation is applied to smooth regions of the flow field while h-adaptation targets the non-smooth regions, identified by accuracy-preserving TVD marker. Several numerical tests with the correction procedure via reconstruction (CPR) formulation are presented to demonstrate the capability of the technique.

I. Introduction

Adaptive solution methods have been an active topic of CFD research for decades. Through these methods, computing power can be redistributed to where it is needed the most, thus the desired accuracy can be achieved with minimal costs.

For a high-order method, two types of adaptations are usually considered: local mesh subdivision (h-refinement) and local polynomial degree enrichment (p-refinement). It has been shown that p-adaptation is superior in regions where the solution is smooth [13], while h-adaptation is preferred in non-smooth regions such as flow discontinuities, where high-order methods become less effective. Obviously, the combination of both h- and p-adaptation offers greater flexibility than methods that incorporates h- or p-adaptation alone.

Hp-adaptation is made possible by the development of a series of compact high-order methods for unstructured meshes, such as the discontinuous Galerkin (DG) method [3,4,7], the spectral volume (SV) method [14,21] and the spectral difference (SD) method [15]. Unlike the finite volume method that achieve high-order by expanding the stencil, the above methods employ a polynomial to approximate the solution in each cell or element, and the polynomials collectively form a function which is discontinuous across cell boundaries. The compact solution reconstruction of these methods is an ideal feature for p-adaptation. Recently, the correction procedure via reconstruction (CPR) formulation was developed in 1D [11], and extended to simplex and hybrid meshes in [22]. It unites the DG, SV and SD method into a nodal differential formulation. The CPR formulation combines the compactness and high accuracy with the simplicity and efficiency of the finite difference method, and can be easily implemented for arbitrary unstructured meshes. The current hp-adaptation is based on the CPR formulation, but similar methods can be easily applied to other compact high-order methods.

For an hp-adaptation scheme, two indicators needs to be computed: a local error indicator to serve as the adaptation criteria, and a local smoothness indicator, used to decide whether h- or p-adaptation should be applied to a certain region.

The error indicator is the foundation of any adaptation method, and finding a reliable error indicator is no trivial task. It seems there are at least three types of adaptation criteria: gradient or feature based error estimate [5,9], residual-based error estimate [1,2,6,17,22], and adjoint-based error estimate [8,10,16,18-20]. The first criteria are the most widely used: it is normally quite easy to implement, since the error indicator is computed directly from solution variables. But the approach is also the most ad-hoc, for it often involves case-dependent parameters. When properly used, it can improve solution quality efficiently [9]. The residual-based error estimate has a variety of forms. It can be used with a multi-grid approach [2], or with an approximate error transport equation [22]. There are also residual estimates based on the solution discontinuity across cell boundaries [17]. For “real world” 3D problems, the multi-grid approach requires the generation of fine grids, which may be difficult to generate. This has probably hindered its wider application. The most successful approach is arguably the adjoint-based approach, which relates a specific
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functional output, such as the lift or drag coefficient in aerodynamics, directly to the local residual by solving an additional adjoint problem. It has been shown that this approach is very effective in driving an hp-adaptation procedure in obtaining a very accurate prediction of the functional output \[18\]. The drawback of this approach is that an adjoint problem must be solved, and a functional output is required to drive the adaptation.

In the present study, a residual-based approach using a multi-p error estimation is adopted as the error indicator. This error indicator involves no ad-hoc parameters. It is also much more efficient to compute compared to the adjoint-based approach, since it mostly involves residual evaluation.

For the search of the smoothness indicator, we turn to the solution limiting schemes for high-order methods. The “troubled cell” markers are often used to mark the non-smooth cells before the solution is limited. The accuracy-preserving TVD (AP-TVD) marker \[23\] is employed in the present study as the non-smoothness indicator, since it does not have case-dependent parameters and can effectively mark the non-smooth regions without marking the smooth extremas. For non-smooth regions, a hierarchical moment limiter \[23\] is applied to suppress the spurious oscillations.

The rest of the paper is organized as follows: the numerical formulation is presented in Section 2, including a brief review of the CPR formulation, the multi-p error estimation, and the AP-TVD marker. Section 3 is about mesh adaptation strategies, including the treatment of non-conformal interfaces in hp-adaptation and the procedures for hp-adaptation. Several numerical test cases of the inviscid flow are presented in Section 4. Section 5 is devoted to concluding remarks.

II. Numerical Formulation

1. Review of the CPR formulation

Consider the hyperbolic conservation law,

\[
\frac{\partial Q}{\partial t} + \mathbf{\nabla} \cdot \mathbf{F}(Q) = 0,
\]

where \( \mathbf{F} = (F, G) \) is the flux vector. The computational domain is discretized into \( N \) non-overlapping elements \( \{V_i\} \). Let \( W \) be an arbitrary weighting function. The weighted residual of Eq. (2.1) on element \( V_i \) can be written as

\[
\int_{V_i} \left( \frac{\partial Q}{\partial t} + \mathbf{\nabla} \cdot \mathbf{F}(Q) \right) W dV = \int_{V_i} \frac{\partial Q}{\partial t} W dV + \int_{\partial V_i} W \mathbf{F}(Q) \cdot \mathbf{n} dS - \int_{V_i} \mathbf{\nabla} W \cdot \mathbf{F}(Q) dV = 0.
\]

Let \( Q_i \) be an approximate solution to \( Q \) at element \( i \). We assume that in each element, the solution belongs to the space of polynomials of degree \( k \) or less, i.e., \( Q_i \in P^k \), with no continuity requirement across element interfaces. The numerical solution \( Q \) should satisfy Eq. (2.2), i.e.,

\[
\int_{V_i} \frac{\partial Q}{\partial t} W dV + \int_{\partial V_i} W \mathbf{F}(Q_i) \cdot \mathbf{n} dS - \int_{V_i} \mathbf{\nabla} W \cdot \mathbf{F}(Q_i) dV = 0.
\]

A common Riemann flux across cell interfaces is used to replace the normal flux to provide element coupling, i.e.,

\[
\mathbf{F}(Q_i) \cdot \mathbf{n} \approx \mathbf{F}_{\text{con}}^n(Q_i, Q_{i+}, \mathbf{n}).
\]

where \( Q_{i+} \) is the solution on \( V_{i+} \), which is outside \( V_i \). Instead of (2.3), the solution is required to satisfy

\[
\int_{V_i} \frac{\partial Q}{\partial t} W dV + \int_{\partial V_i} W \mathbf{F}_{\text{con}}^n dS - \int_{V_i} \mathbf{\nabla} W \cdot \mathbf{F}(Q_i) dV = 0.
\]

Applying integration by parts to the last term on the LHS of (2.4), we obtain
\[ \int_{\Omega} \frac{\partial Q}{\partial t} \, dV + \int_{\Gamma} W \nabla \cdot \tilde{F}(Q) \, dS + \int_{\Gamma} W [F^* - F^*''(Q)] \, dS = 0. \]  

(2.6)

The last term on the left side of (2.5) can be viewed as a penalty term, i.e., penalizing the normal flux differences. Introduce a “correction field”, \( \delta_i \in P^i \), which is determined from a “lifting operator”:

\[ \int_{\Omega} W \delta_i \, dV = \int_{\Gamma} W [F^*] \, dS, \]  

(2.7)

where \([F^*] = F^*_{\text{con}}(Q, Q', \vec{n}) - F^*''(Q)\) is the normal flux difference. Substituting (2.7) into (2.6), we obtain,

\[ \int_{\Omega} \left[ \frac{\partial Q}{\partial t} + \nabla \cdot \tilde{F}(Q) + \delta_i \right] \, dV = 0. \]  

(2.8)

For non-linear fluxes, the flux divergent \( \nabla \cdot \tilde{F}(Q) \) is usually not in the space \( P^i \), in which case \( \nabla \cdot \tilde{F}(Q) \) is projected to \( P^i \) by,

\[ \int_{\Omega} \left[ \nabla \cdot F(Q) \right] \, dV = \int_{\Omega} \nabla \cdot F(Q) \, dV \]  

(2.9)

Because \( W \) is arbitrary, (2.8) is equivalent to

\[ \frac{\partial Q}{\partial t} + \Pi \left( \nabla \cdot \tilde{F}(Q) \right) + \delta_i = 0. \]  

(2.10)

With the definition of a correction field \( \delta_i \), we have successfully reduced the weighted residual formulation to an equivalent simple differential form, which does not involve any explicit surface or volume integrals. The lifting operator obviously depends on the choice of weighting function. If \( W \in P^i \), (2.10) is equivalent to the DG formulation. The performance of this formulation of course hinges on how efficiently the correction field \( \delta_i \) can be computed. If \([F^*] \) is assumed to be degree \( p \) polynomials along the cell faces, and that the triangle has straight faces, the correction field \( \delta_i \) can be computed explicitly in the following form

\[ \delta_{i,j} = \frac{1}{|V_i|} \sum_{f_{\alpha j}} \sum_{j} \alpha_{i,f,j} \, [F^*]_{f,j} \, S_j, \]  

(2.11)

where \( \alpha_{i,f,j} \) are constant lifting coefficients independent of the solution, but dependent on the weighting function \( W \). Substituting (2.11) into (2.10) we obtain the following formulation

\[ \frac{\partial Q_{i,j}}{\partial t} + \Pi \left( \nabla \cdot F(Q) \right) + \frac{1}{|V_i|} \sum_{f_{\alpha j}} \sum_{i} \alpha_{i,f,j} \, [F^*]_{i,j} \, S_j = 0. \]  

(2.12)

With a judicious choice of solution and flux points, as shown in Figure 1, solution reconstruction can be avoided. Other advantages include an identity mass matrix, and easy extension to mixed elements such as prismatic, and pyramidal cells in 3D. For curved iso-parametric elements, the CPR formulation is applied to the transformed
equation on a standard element. The application of the CPR formulation to hybrid meshes is quite straightforward. It has been successfully applied to arbitrary 2D hybrid meshes.

2. Multi-p residual-based error indicator

To present the basic idea, we assume that the solution is sufficiently smooth, and p-refinement is chosen. Let the (nonlinear) differential operator be \( L \), and the differential equation be denoted by \( L(Q) = 0 \) with \( Q \) the exact solution. Denote \( L^{hp} \) the discrete CPR operator on a mesh of size \( H \) with a given polynomial degree \( p \), and \( Q^{hp} \) the numerical solution. Obviously, we have

\[
L^{hp}(Q^{hp}) = 0. \tag{2.13}
\]

Let’s assume the numerical solution is reasonably close to the exact solution. The solution error should then be \((p+1)\text{th order.}\)

Then, we could interpolate or prolongate the lower order (degree \( p \)) solution to a higher order \( P \) (e.g. \( P = p+1 \)) solution space. The residual of the higher order operator on the prolonged solution can serve as an error estimate.

Let the prolonged solution be \( Q^{hp} \). Denote this interpolation operator \( I^p \), then

\[
Q^{hp} = I^p Q^{hp} \tag{2.14}
\]

The defect is defined as \( d^{hp} = I^p \left[ L^{hp}(Q^{hp}) - L^{hp}(I^p Q^{hp}) \right] \), where \( L^{hp} \) is the discrete higher order operator. Ideally, the first term \( I^p \left[ L^{hp}(Q^{hp}) \right] \) should be 0, but in real applications, the solution does not need to converge completely in order to calculate \( d^{hp} \). Experiences with multigrid-based error estimators indicate the defect \( d^{hp} \) is an excellent indicator of the error sources, which generate solution errors to appear possibly at other regions because of the transport nature of the governing equations.

Then, the defect is localized to each cell by

\[
\eta_i = \frac{1}{V_i} \left| d_i^{hp} \right| dV. \tag{2.15}
\]

The quantity \( \eta_i \) is then used as the error indicator to drive the hp-adaptation. Note that the more expensive high-order residual operator is only used once during the evaluation of \( \eta_i \), without the need to solve any non-linear high-order problem. Therefore, this operation requires even less computing power than an explicit time marching.

Once the cellwise residual error indicator \( \eta \) is computed for each cell in the domain by Eqn. (2.15), a fixed fraction approach is employed to determine the cells adaptations will be applied to. This approach flags a fixed portion (e.g. \( f_{\text{adapt}} = 0.1 \)) of the total cells with the largest error indicator \( \eta \). Whether h- or p-adaptation is applied will be decided by the AP-TVD marker.

3. Accuracy-preserving TVD marker

The AP-TVD limiter is used as a smoothness indicator to flag the non-smooth regions of the flow field, such as flow discontinuities. In the flagged regions, h-adaptation is the preferred approach. Once a cell is flagged by the AP-TVD marker, a

The procedure of the AP-TVD marker is divided into two steps:

1. Compute the cell averaged solutions at each cell. Then compute the min and max cell averages for cell \( I \) from a local stencil including all of its node neighbors, i.e.,

\[
\bar{Q}_{i, \text{min}} = \min\left( \bar{Q}_{i, \text{min}}, \min_{1 \leq r < \text{nb}} \bar{Q}_r \right), \bar{Q}_{i, \text{max}} = \max\left( \bar{Q}_{i, \text{max}}, \max_{1 \leq r < \text{nb}} \bar{Q}_r \right) \tag{2.16}
\]

2. Cell \( i \) is considered a candidate for trouble cell if, for any solution point \( j \),
\[ Q_{i,j} > 1.01 \bar{Q}_{\text{max}} \quad \text{or} \quad \bar{Q}_{i,j} < 0.99 \bar{Q}_{\text{min}} \quad (2.17) \]

The constants 1.01 and 0.99 are not problem dependent. They are simply used to overcome machine error, when comparing two real numbers, and to avoid the trivial case of when the solution is constant in the region.

3. This step aims to unmark those cells at local extrema that are unnecessarily marked in the last step. Here, for a given marked cell, a minmod TVD function is applied to verify whether the cell-averaged 2\textsuperscript{nd} derivative is bounded by the slopes computed by cell-averaged 1\textsuperscript{st} derivatives.

Assume cell \( i \) is a marked cell in step 2, cell \( nb \) is a face neighbor of cell \( i \), the unit vector in the direction connecting the cell centroids of cell \( i \) and \( nb \) is \( \hat{l} = (l, l_y) \). The cell averaged 2\textsuperscript{nd} derivative in this direction is

\[ \bar{Q}_{i,l,II} = \bar{Q}_{i,l} l_x^2 + 2\bar{Q}_{i,l} l_x l_y + \bar{Q}_{i,l} l_y^2 \quad (2.18) \]

In a similar manner, the cell-averaged first derivative in \( l \) direction, for both \( i \)-th and \( nb \)-th cells, can be computed as

\[ \bar{Q}_{i,l} = \bar{Q}_{i,l} l_x + \bar{Q}_{i,l} l_y \quad \bar{Q}_{nb,l} = \bar{Q}_{nb,l} l_x + \bar{Q}_{nb,l} l_y \quad (2.19) \]

Then, the estimation of the 2\textsuperscript{nd} derivative can be obtained as

\[ \hat{Q}_{l,II} = \frac{\bar{Q}_{lb,l} - \bar{Q}_{i,l}}{|\bar{r}_i - \bar{r}_{nb}|} \quad (2.20) \]

Then define a scalar limiter for this face as

\[ \phi_{i,lb}^{(2)} = \min \left( 1, \frac{\beta \bar{Q}_{l,II}}{\bar{Q}_{l,II}} \right) \quad (2.21) \]

where \( \beta = 1.5 \). This process is repeated for every face neighbor, and minimum of all computed \( \phi_{i,lb}^{(2)} \) is obtained

\[ \phi_i^{(2)} = \min_{nb} \phi_{i,lb}^{(2)} \quad (2.22) \]

if \( \phi_i^{(2)} = 1 \), then cell \( i \) is unmarked as a non-smooth cell. If \( \phi_i^{(2)} < 1 \), the cell is confirmed as a trouble cell, and flagged for h-adaptation.

The above non-smoothness marker can be applied only when polynomial degree \( p > l \) (3\textsuperscript{rd} order and up) for cell \( i \). For those cell with \( p=l \), a similar procedure involving the cell-averaged 1\textsuperscript{st} derivatives is used. However, the marker for \( p=l \) is unable to unmark the smooth extrema as the above limiter. Therefore, for cases that have both h- and p-adaptation, the base solution is always computed with 3\textsuperscript{rd} order scheme.

### III. Mesh Adaptation

1. Non-conformal interfaces in hp-adaptation

   Changing the h- and p-levels for cells will inevitably create non-conformal interfaces between cells. When a cell is h-adapted, the cell is divided into four new ones by connecting the center of each face, for both triangular and quadrilateral cases. A hanging node is resulted in the adapted mesh between different h-levels. For p-adaptation, the interface between cells with different p-level is also non-conformal, since the flux points on opposing sides support polynomials of different degrees. Special treatment is required when computing the common numerical flux on these non-conformal interfaces.
In the current study, a set of rules are observed when flagging the cells for adaptation. They help achieve a smooth adaptation, also limit the type of interfaces to be dealt with. The rules are listed as follows:

1. The difference of p-levels between neighboring cells are no larger than 1.
2. The difference of h-levels between neighboring cells are no larger than 1, i.e. only one level of hanging nodes are allowed.
3. If one interface has different p-levels on both sides, the h-levels have to be the same.
4. If one interface has different h-levels on both sides, the p-levels have to be the same.

Each time the mesh is adapted, necessary adjustments are made to ensure that the rules above are observed over the whole domain.

When the rules above are enforced, there leaves only three types of interfaces: the normal conformal interfaces, the p-interfaces with the same h-level, and the h-interfaces with the same p-level.

For a non-conformal interface, an intermediate “mortar face” [13] (Figure 2b) is constructed to link the two faces in different solution space. The mortar faces always take the space of the higher p- or h-level of the two sides. First, the solutions from the lower p- or h-level are interpolated or prolongated to the mortar face level. Then, the calculation of common numerical fluxes \( F_{\text{com}} \) takes place on the mortar face. Last, the resulted common fluxes need to be projected back to the lower p- or h-space.

The interpolation process is quite straightforward. For both types of interfaces we are dealing with, the lower p- or h-space is always included in the higher p- or h-space, so the same polynomial are used to obtain more point values that match the flux points on the other side. For the restriction on the last step, we use the following

\[
\int f W_j F_{h,p}^j dS = \int f W_j F_{h,p}^j dS, \quad (3.1a)
\]

\[
\int f W_j F_{h,p}^j dS = \int f W_j F_{h,p}^j dS, \quad (3.1b)
\]

where \( W_j (j=1...p+1) \) are the basis of p-th degree polynomial. Note that when \( W=1 \), the conservation condition is automatically satisfied. Eqn (3.1a) is used for p-interface while (3.1b) for h-interface.

One example of this procedure is shown in Figure 2, which is a p-interface with p-1 on one side and p-2 on the other (Figure 2a). The p=1 solution is interpolated to p=2 (Figure 2b), and the Riemann flux is computed on the mortar face. After that, the resulting \( F_{\text{com}} \) is projected to p-1 space using (3.1a) for use in the p-1 cell (Figure 2c). A similar procedure is followed for h-interfaces.

2. The adaptation procedure

The procedure for p-adaptation for steady flow is listed as follows:

1. Solve the flow field until a convergence criterion is reached.
2. Follow the procedure in Section 2.2. compute \( \eta_i \) for each cell.
3. Flag a fixed fraction of all the cells with largest error indicator.
4. Make necessary adjustments to enforce the rules in Section 3.1.
5. Update the mesh, metric terms and connectivities. Inject the solution to new p-levels.
6. Repeat step 1-5.

For hp-adaptation, the starting solution is always computed with uniform p=2, in order to use the AP-TVD limiter to correctly identify the non-smooth regions. Once the non-smooth region is flagged, the order of accuracy is dropped to p=1. The procedure of hp-adaptation is described as follows.

1. Start the computation with uniform p=2 over the whole domain.
2. Solve the flow field until residual stops changing.
3. Flag all the cells that have been marked in the last five iterations for h-adaption.
4. Follow the procedure in Section 2.2. compute \( \eta_i \) for each cell, select a fixed fraction of cells with the largest \( \eta_i \).
5. Search the neighbors of the cells flagged in step 3, if a neighboring cell has a large \( \eta_i \), it is also flagged for h-adaption. Also flag all the h-adapted cells for p-coarsening, reduce their order of accuracy to p=1.
6. Apply p-adaptation to smooth regions.
7. Update the mesh, metric terms and connectivities. Inject the solution to new h/p-levels.
8. Repeat steps 2-7.

The adaptation can keep going until desired number of levels is reached, or an output of interest stops changing.

IV. Numerical Tests

1. P-adaptation for a subsonic flow over a Gaussian bump

The flow over a Gaussian bump is computed with the computational domain shown in Figure 3. The incoming flow has a Mach number of 0.5. Wall boundary is applied for the bump (bottom boundary), characteristic boundary for both inlet and outlet, and symmetry for the top boundary.

The solver starts from uniform 2nd order scheme, and then undergoes six loops of p-adaptation. Adaptation fractions $f_{\text{adapt}} = 0.1$ and $f_{\text{adapt}} = 0.2$ are used.

Figure 4 shows the final adaptation results of the $f_{\text{adapt}} = 0.2$ case. It can be seen the residual-based indicator clearly identify the error source (the bump in this case). The closer to the bump, the adaptation has been applied.

Figure 5 shows the Mach contour of the final solution of the $f_{\text{adapt}} = 0.2$ case. Although the cells have been adapted into 6 different p-levels, the solution is kept rather smooth by the mortar face configuration at p-interfaces.

$L^2$ entropy error over the whole domain is used as a measure of accuracy, defined by

$$\|\Delta_{\text{ent}}\|_{L^2} = \sqrt{\int_{\Omega} \left( \frac{p / \rho' - p_x / \rho'_x}{p_x / \rho'_x} \right)^2 dV}.$$  \hspace{1cm} (4.1)

The entropy error of the p-adaptation cases are compared with uniform p-refinement in Figure 6. Entropy error is effectively reduced by the p-adaptation. The same level of error is achieved with much fewer DOFs than the uniform p-refinement.

2. P-adaptation for a subsonic flow over the NACA0012 airfoil

Next, the p-adaptation is tested in the subsonic flow over the NACA 0012 airfoil, with $Ma=0.3$ and AOA=5deg. The hybrid mesh used for this case (as shown in Figure 7a) is constructed with an arbitrary mix of quadrilateral and triangular cells. The adaptation starts from a very crude 2nd order solution (Figure 7b), undergoes five levels of p-adaptation, also with $f_{\text{adapt}} = 0.1$ and $f_{\text{adapt}} = 0.2$.

Figure 8 shows the result of the p-adaptation. The region near the airfoil surface is repeatedly adapted to a very high p-level. The region near the leading edge is also identified as a main source of the residual error. The Mach contour of the final solution is shown in Figure 9.

Figures 10a-b shows the $L^2$ entropy error and the error of the drag coefficient respectively. For both errors, the p-adaptation scheme demonstrates more efficient error reduction with less DOFs. Note that the entropy error stops converging after the solution reach a certain p-level, due to the large entropy production near the trailing edge.

3. Hp-adaptation for a transonic flow over the NACA0012 airfoil

The computation of a transonic flow over the same airfoil is used to test the hp-adaptation scheme. For this flow, $Ma=0.8$ and AOA=1.25 deg. Shockwaves are expected on both upper and lower surface of the airfoil, where h-adaptation should be applied, while p-adaptation is applied to smooth parts of the flow field.

The base mesh is shown in Figure 11. First, a 3rd order base solution is computed, and the AP-TVD limiter is used to identify the shockwaves and other unsmooth regions. Once flagged as non-smooth, the region is reduced to 2nd order accuracy and no p-adaptation is allowed.

Figure 12 shows the hp-adaptation results after 3 levels of adaptation. We can see that the shockwave regions are correctly detected and repetitive h-adaptation is applied in this region. The region near the trailing edge is also h-adapted. P-adaptation is applied to the non-flagged regions, as cells with higher p-levels are found near the leading edge.
The density contours of the final solution are shown in Figure 13. With much finer mesh due to the h-adaptation, the shockwave is well resolved, while smooth solution is obtained in the p-adapted regions, with minor oscillation behind the shockwave.

V. Conclusion

A residual-based error indicator is developed to drive an hp-adaptation procedure in the current study. The AP-TVD troubled cell marked serves as the smoothness indicator to decide whether h- or p-adaptation should be applied to a certain region. The residual-based indicator requires much less computing cost compared with the more sophisticated adjoint-based error indicators. It is also more rigorous than the gradient or feature based approaches.

Several typical numerical tests of inviscid flow have been conducted. For smooth flow fields, the p-adaptation driven by the residual-based indicator effectively targets the error source. The adaptation procedure is shown to improve the numerical solution visually, as well as achieve the same error level with fewer DOFs. Hp-adaptation is also tested on a transonic flow with shockwaves. The non-smooth regions of the flow field is correctly detected by the AP-TVD marker, where h-adaptation is applied, while p-adaptation is applied to the smooth regions. High-quality solution can be achieved with relatively low cost after the adaptation. These test cases shows the potential of the residual-based adaptation procedure in complex CFD problems.
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Figure 1. The configuration of solution points (square) and flux points (circle) of p-2 and p-3 CPR method.

Figure 2. Demonstration of a mortar face procedure for a p-interface.
(a) P-interface. (b) Prolongation of the lower order solution (c) Restriction of the common numerical flux.

Figure 3. The computational domain and mesh for the subsonic bump flow
Figure 4. The result of p-adaptation for subsonic bump flow, $f_{\text{adapt}} = 0.2$.

Figure 5. The Ma contours for the bump flow after p-adaptation.

Figure 6. The $L_2$ entropy error from p-adaptation and uniform p-refinement.
Figure 7. (a) Hybrid mesh for subsonic flow over NACA 0012 airfoil. (b) Ma contour of the initial 2nd order solution.

Figure 8. P-adaptation results for the subsonic flow over NACA0012 airfoil.

Figure 9. Ma contour of subsonic airfoil flow after p-adaptation.

Figure 10 (a) $L_2$ entropy error (b) drag coefficient error for the subsonic airfoil flow.
Figure 11. Initial mesh for the transonic airfoil flow.

Figure 12. hp-adaptation results for the transonic airfoil flow.

Figure 13. Density contours for the transonic airfoil flow after hp-adaptation.